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Abstract

A review of recent literature on proton exchange membrane fuel cell modeling is presented. Fuel cell models can be categorized as
analytical, semi-empirical or mechanistic. Mechanistic models can be further subcategorized based on the solution strategy, single-domain or
multi-domain. The multi-domain approach develops and solves separate equations in each region of the fuel cell. The single-domain approach
consists of equations governing the entire domain of interest, with source and sink terms accounting for species consumption and generation
w e compared
q .
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ithin the cell. The merits and demerits of each method are discussed. For a one-dimensional case study, both methods wer
uantitatively and results show that both models accurately predict the polarization effects and water management requirements
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. Introduction

It is believed that there will be a time in the future when
lobal energy demands will be met by some source other than

ossil fuels. It is believed that hydrogen will play a major role
n such a future[1]. The concept of a hydrogen economy de-
cribes an economy where the principal source of energy is
ydrogen related. Fuel cells, in particular proton exchange
embrane fuel cells (PEMFC), are expected to play a major

ole in a future hydrogen economy. Fuel cells are particularly
ttractive for use in vehicles as a replacement to the com-
ustion engine. The low temperature operation of a PEMFC
typically <90◦C) allows for easy start up and quick response
o changes in load and operating conditions.

However, a number of issues need to be resolved before
uel cells can be commercially viable. Typical proton ex-
hange membranes require precise water management, which
s difficult under the variable load associated with automobile
riving conditions. Dehydration of the membrane results in
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lower ionic conductivity as well as the risk of de-adhes
of the membrane, whereas excessive water productio
high current densities) results in mass transport limitat
on the cathode side. Sluggish electrode kinetics also p
a problem. The rate of oxygen reduction at the cath
is much slower than hydrogen oxidation at the anode,
this limits the performance of the cell. Also, trace amou
of carbon monoxide in the hydrogen feed have a dele
ous effect on the platinum based catalyst typically use
PEMFCs.

Fuel cell modeling has received much attention ove
past 15 years in an attempt to better understand the phe
ena occurring within the cell. Parametric models allow e
neers and designers to predict the performance of the fue
given geometric parameters, material properties and op
ing conditions, such as temperature, pressure and hum
Such models are advantageous because experimenta
costly and time consuming. Furthermore, experimentati
limited to designs, which already exist, thus does not fa
tate innovative design. Given the highly reactive environm
within the fuel cell, it is often impossible to measure crit
parameters, such as temperature, pressure and potent
E-mail addresses:dched002@fiu.edu (D. Cheddie), munroen@fiu.edu

N. Munroe). dients, or species concentration within the cell. Thus, detailed
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Nomenclature

a effective catalyst surface area per unit volume
(m−1)

c concentration (mol m−3)
C1, C2 integration constants
Di diffusion constant of speciesi (m2 s−1)
Di,j diffusivity of gas pairi−j in a mixture (m2 s−1)
E potential (V)
f F/RT(V−1)
F Faraday’s constant (C equivalent−1)
i ionic current density (A m−2)
I cell current density (A m−2)
kp hydraulic permeability (m2)
kϕ electro-kinetic permeability (m2)
Ki Henry’s law constant for speciesi

(Pa m3 mol−1)
P pressure (Pa)
R universal gas constant (J mol−1 K−1)
T temperature (K)
v pore water velocity (m s−1)
vs superficial water velocity (m s−1)
xi mole fraction of speciesi
zi charge number of speciesi

Greek letters
αa, αc anodic and cathodic transfer coefficients
γ concentration parameter in Butler–Volmer

equation
εi,k volume fraction of speciesi in regionk
ζ stoichiometric flow ratio
κ ionic conductivity of the membrane

(mho m−1)
µ pore water dynamic viscosity (kg m−1 s−1)
ρ water molar density (mol m−3)
σ electrical conductivity (mho m−1)
ϕ potential (V)

transport models, which accurately predict the flux and con-
centration of multiple species are required. Such information
is useful, for example, in the loading of catalysts. Transport
models can be used to predict the pH within the cell in or-
der to identify the optimum operating conditions for certain
catalysts, and also to identify where most of the electrochem-
ical reactions take place. The performance of ceramic-based
catalysts is pH dependent. Transport models can determine
the pH in the catalyst regions based on the H+ concentration.
This would help designers to optimize the cell for effective
catalyst usage and utilization.

This paper reviews some of the work done in PEMFC
modeling over the past 15 years, discusses contemporary
trends and compares various approaches to modeling in re-
cent times.

2. Categories of fuel cell models

A fuel cell model may fall into one of three cate-
gories: analytic, semi-empirical, or mechanistic (theoreti-
cal). Table 1categorizes the models reviewed in this paper
according to their areas of investigation and dimension of
study.

2.1. Analytical models

Examples of analytical modeling are those reported
by Standaert et al.[2,3]. Many simplifying assumptions
were made concerning variable profiles within the cell in
order to develop an approximate analytical voltage versus
current density relationship. This model also predicted water
management requirements. This was done in the case of
isothermal and non-isothermal cells. However, analytical
models are only approximate and do not give an accurate
picture of transport processes occurring within the cell.
They are limited to predicting voltage losses and water
management requirements for simple designs. They may
be useful if quick calculations are required for simple
systems.

2.2. Semi-empirical models
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Semi-empirical modeling combines theoretically deri
ifferential and algebraic equations with empirically de
ined relationships. Empirical relationships are emplo
hen the physical phenomena are difficult to model or

heory governing the phenomena is not well underst
pringer et al.[4] developed a semi-empirical model
se in a fuel cell with a partially hydrated membrane
pposed to a fully hydrated membrane). Empirically de
ined relationships were developed correlating memb

onductivity and electrode porosity with water content in
afion® membrane. Most of the models subsequently de
ped used these correlations to determine the conductiv

he Nafion® membrane.
Amphlett et al.[5] used semi-empirical relationships

stimate the potential losses and to fit coefficients in a
ula used to predict the cell voltage given the operating

ent density. This model accounted for activation and oh
verpotentials. The partial pressures and dissolved co
rations of hydrogen and oxygen were determined empiri
s a function of temperature, current density and gas c
el mole fractions. Subsequently, the reversible cell volt
ctivation overpotentials and cell resistance were corre
ith temperature, partial pressures, dissolved concentra
nd operating current density. Pisani et al.[6] also used
emi-empirical approach to study the activation and oh
osses as well as transport limitations at the cathode rea
egion.

Maggio et al.[7] studied the water transport in a fu
ell using a semi-empirical approach. They modeled
oncentration overpotential effect by allowing the cath
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Table 1
PEMFC model categorization based on areas of investigation

Feature Analytical Semi-empirical Mechanistic

2 3 4 5 6 7 8 9 10 11 12 14 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32

Dimension 1 1 2 3 3 1 2 3 3 3 3 1 2 2 3 3 3 2 3 3 3
Polarization

√ √ √ √ √ √ √ √ √ √ √ √ √ √ √ √ √ √ √ √ √ √ √ √ √ √ √ √ √
Transport phenomena

√ √ √ √ √ √ √ √ √ √ √ √ √ √ √ √ √ √ √
Thermal effects

√ √ √ √
Water management

√ √ √ √
Concentration effects

√ √ √
CO kinetics

√ √
Catalyst utilization

√ √
Flow field effects

√ √ √ √ √ √ √ √
Membrane conductivity

√
FC stacks

√ √

gas porosity to be an empirical function of current den-
sity (since current density is related to water production).
The effective gas porosity was assumed to decrease lin-
early with increasing current density. This is due to the in-
creasing percentage of gas pores occupied by liquid water.
Their results indicate that dehydration of the membrane is
likely to occur on the anode side rather than the cathode
side.

Chan et al.[8] studied the effect of CO kinetics in the
hydrogen feed on the anode reactive region. When hydro-
gen is obtained from reformed fuel, there are trace amounts
of CO present which act as poison to the platinum catalyst.
The CO is preferentially adsorbed onto the catalyst surface
instead of hydrogen, whereby decreasing the catalyst surface
area available for hydrogen dissociation. An empirical fac-
tor was determined which represented the fraction of catalyst
sites occupied by CO at the anode. The result is larger acti-
vation overpotentials on the anode side due to slow electrode
kinetics.

Semi-empirical modeling has also been used to model
fuel cell stacks. Maxoulis et al.[9] used such an approach
to model a fuel cell stack during automobile driving cy-
cles. They combined the model of Amphlett et al.[5] with
the commercial software ADVISOR, which was used to
simulate vehicular driving conditions. They studied the ef-
fects of the number of cells per stack, electrode kinetics
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2.3. Mechanistic models

Mechanistic modeling has received the most atten-
tion in the literature. In mechanistic modeling, differ-
ential and algebraic equations are derived based on the
physics and electro-chemistry governing the phenomena
internal to the cell. These equations are solved using
some sort of computational method. Mechanistic models
can be subcategorized as multi-domain models or single-
domain (or unified) models.Fig. 1 gives a chronology
of the development of mechanistic modeling. It shows
the evolution of PEMFC modeling as it increased in
complexity.

2.3.1. Multi-domain approach
Multi-domain models involve the derivation of different

sets of equations for each region of the fuel cell, namely the
anode and cathode gas diffusion regions, anode and cath-
ode gas flow channels, membrane and catalyst layers. These
equations are solved separately and simultaneously.

One of the early mechanistic models for a PEMFC was the
pioneering work of Bernardi and Verbrugge[10,11]. They
developed a one-dimensional, steady state, isothermal model
which described water transport, reactant species transport,
as well as ohmic and activation overpotentials. Their model
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nd water concentration in the membrane on the fuel
umption. They concluded that a larger number of cells
tack result in greater stack efficiency resulting in better
conomy.

Semi-empirical models are, however, limited to a nar
orridor of operating conditions. They cannot accurately
ict performance outside of that range. They are very u

or making quick predictions for designs that already ex
hey cannot be used to predict the performance of innov
esigns, or the response of the fuel cell to parameter ch
utside of the conditions under which the empirical relat
hips were developed. Empirical relationships also do
rovide an adequate physical understanding of the phe
na inside the cell. They only correlate output with inpu
ssumed a fully hydrated membrane at all times, and thu
ulated the water input and removal requirements to mai
ull hydration of the membrane. The model equations w
erived using the Stefan Maxwell equations to describe
hase diffusion in the electrode regions, the Nernst–Pl
quation to describe dissolved species fluxes in the mem
nd catalyst layers, the Butler Volmer equation to desc
lectrode rate kinetics and Schlogl’s equation for liquid

er transport.
This model was used primarily to predict the polariza

ffects (due to ohmic and activation overpotentials) and
ater management requirements. The model compute

equired water input at the anode side and required w
emoval rate at the cathode side necessary to maintai
ydration of the Nafion® membrane at all times.
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Fig. 1. PEMFC mechanistic modeling evolution.

Their model also predicted the dissolved hydrogen and
oxygen concentrations within the catalyst layers and it was
found that at sufficiently high current densities most of the
electrochemical reactions occurred on the outer surface of the
catalyst layer. This information is vital to designers of fuel
cells. It allows them to economically distribute the catalyst
where it is most needed. Considering that the platinum cata-
lyst is one of the largest expenses in a fuel cell, this could help
reduce the cost. Although their model was basic and many
improvements have been made since, this work served as a
foundation for PEMFC modeling.

Gurau et al.[12] developed a two-dimensional model to
determine species concentrations within the fuel cell and the
effect on fuel cell performance of gas diffuser porosity, air
flow rates in the gas channel and temperature. This model
is based on the multi-domain approach with three domains
considered: gas diffusers/gas flow channels, catalyst layers
and membranes. The gas diffusers and gas flow channels
were combined into one domain by writing the governing
equations for each region in a similar form. As a result the
solution methodology was able to accommodate both regions
into one domain.

2.3.2. Single-domain approach
Gurau et al.[12] showed that since the governing differen-

t sion
e r both
r n be
c con-

ditions or statements of continuity need be defined. The only
difference is that material properties and source terms assume
different values for the two regions. This forms the basis of
the single-domain approach.

Instead of combining two regions into one domain, the
single-domain approach combines all the regions of interest
into one domain. Conservation equations are defined which
govern the entire domain of interest, typically the entire fuel
cell (gas flow regions and the membrane electrode assembly).
In each region, the differences are accounted for by source and
sink terms. All equations are written in the form of a generic
convection–diffusion equation, and all terms, which do not
fit that format are dumped into the source or sink term. This
formulation allows for solution using known computational
fluid dynamics (CFD) methods.

The principles of CFD were first applied to fuel cells
by Wang et al.[13] and Zhou and Liu[14]. In the unified
approach, all the governing differential equations were ar-
ranged into a standard form, which could be discretized using
the principles of CFD[15] or solved using a CFD software
package.

∂Φ

∂t
= ∇(vΦ) + ∇(Γ ∇Φ) + S

The respective terms in above equation represent transient,
convection, diffusion and source. The general variable may
r ntra-
t sient
t equa-
t ption
ial equations in the gas flow channels and the gas diffu
lectrodes are similar, the equations can be combined fo
egions. The computational effect is that both regions ca
onsidered as one domain where no internal boundary
efer to potential, temperature, pressure, velocity, conce
ion or phase fraction. For steady state operation the tran
erm vanishes. This general equation is a conservation
ion, where the source term represents material consum
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and generation (at catalyst layers), phase change and any
other term, which cannot fit the general format, but must be
accounted for. The application of CFD to fuel cells has paved
the way for the subsequent development of multidimensional
models.

3. Modeling considerations

Mechanistic modeling (single and multi-domain) has
been utilized to study a wide range of phenomena
including polarization effects (activation, ohmic and con-
centration overpotentials), water management, thermal man-
agement, CO kinetics, catalyst utilization and flow field
geometry.

3.1. Parametric models

All models are parametric in that they predict the output
performance for various input parameters, typically temper-
ature, pressure and humidity. Wang et al.[16] developed a
three-dimensional parametric model, considering the effects
of temperature, humidity and pressure. It was found that the
performance of the fuel cell improved with increasing tem-
perature if the inlet gases are fully humidified. If the gases are
not fully humidified, dehydration of the membrane is likely
t e re-
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Baschuk and Li[17] developed a one-dimensional model,
which accounted for cathode mass limitation effects by al-
lowing variable degrees of flooding at the cathode catalyst
layer/backing region. They account for concentration over-
potential as a result of the decreased concentration of dis-
solved oxygen in the catalyst region due to the excessive
water content. Darcy’s law is used to obtain the drop in par-
tial pressure of the oxygen at the cathode catalyst layer, and
Henry’s law is used to determine the dissolved oxygen con-
centration. Their modeled results showed excellent agree-
ment with experimental results. The model also predicted that
increasing the cell pressure lowers the limiting current den-
sity. High pressures result in maximum flooding occurring
at lower current densities, and this effect is more significant
than the increase in partial pressure of the oxygen. The results
also showed, predictably, that increasing the temperature in-
creases the limiting current density.

Um et al.[18] developed a transient model based on the
unified approach, which studied the effects of hydrogen dilu-
tion along the anode gas channel. The two-dimensional model
considered flow perpendicular to the membrane electrode as-
sembly (MEA) cross-section, as well as in the direction of
flow in the gas channels. As hydrogen diffuses from the gas
channel into the gas diffusion region, its concentration along
the gas channel decreases resulting in a two-dimensional con-
centration gradient in the gas diffusion electrodes. The result
i e side
e fuel
i ities,
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t of the
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s ot be
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o occur resulting in reduced conductivity values, henc
uced cell performance. They also found that at low cu
ensities anode humidification is required, but not at hi
urrent densities. This is because at high current dens
ufficient water is produced at the cathode to keep the m
rane hydrated.

Their results further show that cathode humidificatio
ot significant at all, especially at high current densities.

s because dehydration is likely to occur on the anode
nd flooding on the cathode side. Therefore, humidifying
athode gas stream adds no benefit.

Finally, increasing the pressure of the inlet gases was
o improve performance by increasing the activation curr
nd the partial pressures of reactant gases.

The authors report that at higher current densities,
odel overestimates the cell current density compared t
erimental results. The reason for this is that the mode
ot take into account mass transport effects.

.2. Mass transport effects

Mass transport limitations or concentration overpo
ials are caused when the reactants cannot be supplie
nough for the required rate of chemical reaction to
lace. This happens especially at high current densities

arge amounts of liquid water are produced at the cath
iquid water has a two-fold effect. It dilutes the reacta

hus reducing its concentration near the catalyst sites, a
educes the effective gas porosity thus “blocking” the r
ants from reaching the catalyst layer.
t

s that mass transport limitations are seen on the anod
specially at high current densities, and when reformed

s used instead of pure hydrogen. At high current dens
ydrogen is extracted from the flow channels at a much
ate than at low current densities. With reformed fuel,
artial pressure of the hydrogen is already lowered by
resence of carbon dioxide in the gas feed, so as it is us

oward the end of the gas channel, the partial pressure
ydrogen may be too low and it may not be able to dif

o the anode catalyst layer fast enough. The result is a
ide mass transport limitations. Such phenomena cann
tudied using one-dimensional models.

Zhou and Liu[19] developed a 3-D model of a PEMF
aking into account CO effects in the anode gas stream
odel accounts for poisoning of the catalyst as well as
rogen dilution due to the inert gases. An interesting res

hat along the anode gas channel the hydrogen concent
ncreases in the direction of flow because the CO is dep
t a faster rate due to preferential adsorption at the ca
ites. They also found that the optimum porosity of the
iffusion layer is much lower for a fuel cell using reform

han one using pure hydrogen.

.3. Thermal management

The electrochemical reactions taking place in a fuel
re exothermic, i.e., they give off heat. Heat is also prod
y irreversibilities in the cell such as activation losses
hmic effects. Heat removal is a critical design issue for
ells. Excessive heat generation may result in dehydrati
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the membrane resulting in decreased conductivity, and ther-
mal stresses resulting in mechanical failure. Various models
have accounted for non-isothermal effects and heat transfers.

Berning et al.[20,21] used the unified approach to de-
velop a three-dimensional non-isothermal fuel cell model.
The model studied reactant concentrations, current density
distributions and temperature gradients within the cell as well
as water flux and species transport. For gas flow fields sepa-
rated by current collecting plates, three-dimensional effects
were observed due to the unevenness of the hydrogen and
oxygen supply. These effects were pronounced under the col-
lector plate land areas. These effects may result in transport
limiting conditions at high current densities.

The development of a non-isothermal model was intended
to study the heat transfers within the cell. It was observed that
a temperature difference of 2–3 K existed within the cell. Yan
et al.[22] performed a similar study and found a temperature
variation within the cell of the same magnitude. However, the
magnitude of the heat transfer was not reported so it is difficult
to compare the magnitude of the conductive heat transfer
relative to the total heat transfer. This information would have
helped justify the need for non-isothermal modeling. If the
heat transfer by conduction were small compared to other
heat transfers, then a temperature difference of 2–3 K could
hardly be significant.

Wohr et al.[23] investigated heat management for fuel cell
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The model of Wohr et al.[23] showed that for fuel cell
stacks water management becomes even more difficult and
is strongly related to thermal management. The temperatures
of the inner cells of the stack are higher than the outer cells
resulting in membrane dehydration. Water management is
strongly interrelated with thermal management/heat removal.
Other strategies for effective water management involve the
geometry of the gas flow field, e.g., counter flow versus co-
flow, and using serpentine and interdigitated flow fields rather
than straight channel flow fields.

3.5. Flow field geometry

One of the advantages of computational modeling over
experimentation to assess the performance of a fuel cell is the
ability to evaluate innovative designs. One area where this is
evident is in the consideration of flow field geometry. Models
have been developed for straight flow channels, serpentine
flow channels and interdigitated flow fields.

Ge and Yi[25] developed a two-dimensional model to
study the effects of flow mode in straight gas channels, i.e.,
counter flow versus co-flow. It was found that the flow mode
only made a difference when dry or low humidity inlet gases
were used. For such cases, counter flow operation produced
better results since by so doing the reactant gases were suf-
ficiently humidified internally. If the inlet gases are already
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tacks. In their one-dimensional, non-isothermal model
onsidered the gas diffusion region to be a homogeneou
ribution of cylindrical pores, through which transport w
overned by the “dusty gas model”. Water transport in
lectrodes was assumed to occur by surface diffusion or

llary effect. They considered the heating effects due to oh
esistance in the membrane and heat generation due to t
ropy of reaction. In the absence of any heat removal stra
he temperature difference in a stack of four cells was
he temperatures of the innermost cells in the stack wer
ighest. The effect is that the membranes of the inner
ould dehydrate.

.4. Water management

Water management is another critical aspect of PEM
ells. At high current densities, excessive water trans
cross the membrane and water production at the ca
esult in flooding of the electrodes and mass transport lim
ions. At low current densities, dehydration of the memb
ay occur at the anode side. Water must be supplied t

uel cell at the anode and removed at the cathode in ord
aintain effective membrane humidification.
The Bernardi and Verbrugge model[10,11] determine

he required water addition and removal necessar
aintain full membrane humidification at a given curr
ensity. Fuller and Newman[24] developed a pseudo tw
imensional model, which predicted water and thermal m
gement as well as fuel utilization for a fuel cell opera
ith reformed methanol as the fuel.
-

umidified, the flow mode makes little difference. The rea
or this is that for high humidity gases, the increase in m
rane conductivity due to the high humidity is countera
y the increase in cathode concentration overpotential d

he presence of liquid water. This is the case whatever the
ode. However, for low humidity gases, counter flow op

ion allows for internal humidification of the gas streams.
o-flow low humidity gases, the membrane dehydrates.
nformation gives the designers of fuel cells an alternativ
umidifying the gas streams.

Dutta et al.[26] used the unified approach to study m
ransport between the channels of a PEMFC with a se
ine flow field. Their model is three-dimensional and allo
or multi-species transport. They studied the effect of fl
hannel width in the serpentine flow field on velocity dis
ution, gas mixture distribution and reactant consump
erpentine flow fields allow for a greater area for diffus
f the supply gases. Their results show that for low hum
onditions, water transport is dominated by electro-osm
ffects, i.e., water flows from anode to cathode at the si

he cell closer to the gas channel inlet. At the outlet sid
he cell, water transport is dominated by back diffusion,
t flows in the opposite direction. Thus the serpentine
eld allows for circulation of the water within the cell.

Nguyen et al.[27] developed a three-dimensional mo
hich accounts for mass and heat transfer, current an

ential distribution within a cell using a serpentine flow fie
heir results show that oxygen concentration along the
hannels decrease in the direction of flow. Also, in the
iffusion layer, the oxygen concentration is a minimum un
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the land area. At high current densities the oxygen is almost
completely depleted under the land areas. The result is an un-
even distribution of oxygen concentration along the catalyst
layer resulting in local overpotentials, which vary spatially.
A unique feature of this model is a voltage-to-current (VTC)
algorithm, which allows for the solution of the potential field
and the local activation overpotential. Since the reactant con-
centration is not constant across the catalyst layer, the acti-
vation overpotential will not be constant. Their simulations
show a variation in local activation overpotential from 0.31
to 0.37 V at a current density of 1.2 A cm−2. This VTC al-
gorithm however, comes with a computational cost. It slows
down the solution requiring 6000–8000 iterations for conver-
gence.

Um and Wang[28] used a three-dimensional model to
study the effects an interdigitated flow field. The model ac-
counted for mass transport, electrochemical kinetics, species
profiles and current density distribution within the cell. In-
terdigitated flow fields result in forced convection of gases,
which aids in liquid water removal at the cathode. This
would help improve performance at high current densities
when transport limitations due to excessive water produc-
tion are expected. The model shows that there is little to no
difference at low to medium current densities between an
interdigitated flow field and a conventional flow field. How-
ever, at higher current densities, a fuel cell with an inter-
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For the interdigitated flow field, results show that the oxy-
gen concentration is higher and liquid water saturation is
lower than those for a conventional straight channel flow
field. The higher oxygen concentration results in fast reac-
tion rates and the lower liquid water saturation results in
less concentration overpotential. It is also shown that the
local current densities are much more uniform with an in-
terdigitated flow field than with a conventional flow field.
However, the performance of a fuel cell with an interdigi-
tated flow field is only shown to be better than that for one
with a conventional flow field if the inlet gases are well
humidified. This is because the interdigitated field aids in
water removal, but does not aid in hydration of an already
de-hydrated membrane. So, the internal gases need to be
humidified.

Using the unified approach, Kumar and Reddy[32] studied
the effects of having metal foam in the flow field of the bipolar
plates. Their three-dimensional steady state model shows that
decreasing the permeability of the gas flow field improves
performance. This is because at low flow field permeability
reactant gases are transported by forced convection rather
than diffusion. Having many tiny gas channels results in a
lower permeability than having few large channels. However,
due to limitations in machining processes, the flow channels
cannot be made too small. Placing metal foam in the flow
field allows the flow field permeability to be lowered without
r that
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t so-
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s . As a
igitated flow field has a limiting current, which is nea
0% greater than an equivalent cell with a conventional
eld. Because of the flow field, three-dimensional effects
er the current collector land area, known as rib effects
rominent.

Seigel et al.[29] also modeled a fuel cell with an interd
tated flow field. Theirs was a two-dimensional steady s

odel, which studied transport limitations due to water b
p in the cathode catalyst region. They considered wa

hree phases: liquid, gas and dissolved (membrane p
hey found that treating the catalyst layer as a very thin

erface underestimates the transport limitations due to w
uild-up. Hence, they modeled the catalyst layer as a
egion. Their model showed that 20–40% of the water b
ng up at the cathode catalyst layer comes from water w
s transported across the membrane. This problem m
ounteracted by applying a pressure differential to force
iffusion of water, i.e., from cathode to anode.

Using the multi-domain approach Hu et al.[30,31]devel-
ped a three-dimensional two-phase model for a fuel
hey gave boundary conditions, which could be used
traight flow channels as well as interdigitated flow fie
nlike previous models, which assume separate flow c
els for gases and liquids, this model assumes a two-p
ixture. Water properties such as specific volume ch
epending on the degree of mixture. They used a CFD
ithm to solve for the flow field in the gas flow channels
iffusion regions, and the fourth order Runge–Kutta me

ogether with a shooting technique to solve for the flow fi
n the catalyst layers and the membrane.
.

esorting to precise machining processes. They found
ecreasing the permeability from 10−6 to 10−12 m2 increase

he “average current density” of their system from 594
425 A m−2.

. Comparisons

In this section, we compare the unified (single-dom
pproach with the multi-domain approach to solving the
rning equations. In Section3, we saw that both approach
ave been used to solve three-dimensional problems
ery complex flow fields. The early mechanistic models w
ll solved using the multi-domain approach. With the

roduction of CFD methods to fuel cell modeling, the d
pened for multi-dimensional modeling. Most of the m
ls developed over the past 5 years were solved usin
ingle-domain approach.

Although both approaches have been used for mu
ensional models, the single-domain approach more e

ends itself to multidimensional modeling. With the mu
omain approach, internal boundary conditions or condi
f continuity must be specified at each interface betwee
ions, which could become cumbersome in two- and th
imensions.

The single-domain approach also more easily lends
o be implemented in commercial CFD codes since the
ution methods to CFD problems are well established.
olution methods for the multi-domain equations are no
tandardized as those for the single-domain equations
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result, the model development time is shortened using the
single-domain approach.

An interesting observation is that many of the earlier
models developed by researchers with a chemical engineer-
ing/chemistry background were based on the multi-domain
approach, whereas most of the newer models developed by
researchers with a mechanical engineering background are
based on the unified approach.

It is difficult to say which method converges faster since
that depends heavily on what is being modeled, and how
efficiently the programs are written. It has been reported that
the single-domain approach requires longer solution times
[29], however, a possible reason is that commercial codes
are very general and not computationally optimized for any
specific situation.

5. Case study

For the purpose of comparison, we solved the model devel-
oped by Bernardi and Verbrugge[11] using both approaches.
The same terminology as employed by the authors[11] is
used together with the same material properties and operat-
ing conditions. The model is one-dimensional, the only di-
mension considered is that perpendicular to the MEA cross
section. The solution domain consists of the MEA, i.e., the
a s and
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node and cathode gas diffusion regions, catalyst layer
he membrane. The assumptions of the model are:

constant cell temperature (isothermal), in this case 35
ideal and well-mixed gases in the gas chambers;
steady state operation;
total gas pressure within each diffuser region is take
be constant since gas phase viscosity is small compa
liquid phase viscosity;
inlet gas streams (hydrogen and air) are saturated and
are assumed to be fully saturated throughout the cell
separate flow channels for gases and liquids in the po
regions of the gas diffusion layers, i.e., liquid and
phases will be treated as separate single phase flows
than a two phase mixture.

The Nernst–Planck equation is used to describe the t
ort of dissolved species in the membrane and catalyst la
ransport of dissolved species occurs via diffusion, con

ion and migration. Schlolgl’s equation is used to describ
ransport of liquid water via electro-osmotic drag and b
iffusion. The Stefan Maxwell equations are used to des

he diffusion of gases within the gas diffusion regions.
utler–Volmer equation is used to describe electrochem

ate kinetics in the catalyst layers.

.1. Multi-domain approach

The multi-domain model is characterized by equat
1)–(25)in each region as reported in[11]. Note that in thes
quations, the current density,I, assumes a positive value.
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The boundary conditions or conditions of continuity must
be specified at each interface. At the anode gas chamber/gas
diffuser interface:
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The algorithm used to solve the given system of equations
is shown inFig. 2. The fourth order Runge–Kutta method is
used to solve the equations in each region. Shooting tech-
niques were used to obtain convergence. Three unknown
terms had to be initially guessed:v0,C1 andC2.C1 andC2 are
parameters used in the solution of the second order equations
in the membrane and catalyst regions. So, three convergence
loops were required. The program must converge to the ap-
propriate value ofv0 such that the pressure variable matches
the end boundary conditions. Similarly, the appropriate val-
ues ofC andC must be found for the dissolved hydrogen
a con-
d with
t nce.

Fig. 2. Solution algorithm for the multi-domain method.
s = v0 (26)

= p0 (27)

herev0 represents the required water input at the ano
rder to maintain full membrane hydration at all times

he anode diffuser/catalyst interface:
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1 2
nd oxygen values to match the given internal boundary
itions. A Newton–Raphson method was used together

he shooting technique to speed up the rate of converge



D. Cheddie, N. Munroe / Journal of Power Sources 147 (2005) 72–84 81

5.2. Single-domain approach

The single-domain approach consists of conservation
equations, which govern the entire domain. The governing
equations(38)–(53)are shown. Note all units are molar quan-
tities.

Continuity equation:

∇(ρ	v) = Sm (38)

where, Sm refers to the production and consumption of
species at the catalyst layers.

Sm,a = SH2 + Sw,a at the anode catalyst layer (39)

Sm,c = SO2 + Sw,c at the cathode catalyst layer (40)

SH2 = − I

2F
,

i.e., hydrogen consumed at the anode catalyst layer (41)

SO2 = − I

4F
,

i.e., oxygen consumed at the cathode catalyst layer (42)

Sw,a = I

2F

(
psat

w

p0 − psat
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i 43)
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Fig. 3. Solution algorithm for the single-domain method.

∇(ρ	vxw) = −∇(Nw) + Sw,a + Sw,c (51)

where the diffusion flux is given by Fick’s law:

Ni = −ρDi,j∇xi (52)

Once again it is obvious that these are the same equations as
the multi-domain approach just written in a different form.
Finally the potential field equation, which accounts for ohmic
and activation overpotentials, is given by:

∇(σφ) = −I + Sϕ (53)

whereSϕ accounts for activation overpotentials at both cata-
lyst layers.

These equations are solved using a CFD finite volume
method as described in Patankar[15]. The momentum and
continuity equations are solved first using the SIMPLE algo-
rithm with a staggered grid system. In the pressure correc-
tion subroutine, the tri-diagonal matrix algorithm (TDMA)
is used to speed up the solution process. Then the species
equations are solved, after which the potential loss calcula-
tions are made. The whole procedure is then repeated until
convergence is achieved.Fig. 3shows the solution algorithm
for the unified approach.

6. Results and discussion

The
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h (21%
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s sets
.e., water dissolving at the anode catalyst layer (

w,c = I

2F

.e., water produced at the cathode catalyst layer
In one-dimensional form, equations(41)–(47)are identi-

al to equations(4), (5), (8), (9) and (17).
The momentum equation:

(ρ	v	v + P) + Sp = Sm,k	v + Seo (45)

here the source term in the momentum equation for po
edia is given by Darcy’s Law:

p = − µ

kp
	v (46)

he relatively small value of hydraulic permeabilitykp re-
ults in the source term dominating the momentum equ
nd hence the problem reduces to equation(17). The electro
smotic transport of liquid water in the membrane is g
y:

eo = kφ

kp
zf cf F∇φ (47)

he transport of species H2, O2, N2 and H2O vapor are give
y the following conservation equations (48)–(51):

(ρ	vxH2) = −∇(NH2) + SH2 (48)

(ρ	vxO2) = −∇(NO2) + SO2 (49)

(ρ	vxN2) = −∇(NN2) (50)
In this section, results of both models are compared.
esults of interest are polarization curves and water m
gement predictions. Both models predict the voltage lo
ence the net cell voltage for a given current density,
oth predict the required water input and output require
aintaining full hydration of the membrane at all times.
Fig. 4 shows the polarization curves obtained using b

odels as well as the experimental results obtained b
ianelli et al.[33] for the same operating conditions. Satura
ydrogen at 3 atm was used as fuel and saturated air
xygen, 79% nitrogen by mole ratio) at 5 atm was use
xidant. The cell temperature was 80◦C. Both model curve
re virtually indistinguishable from each other. This is
urprising since both models solve essentially the same
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Fig. 4. Polarization curves, theoretical and experimental.

of equations, just using a different technique. Both compare
well with the experimental data in the activation and ohmic
overpotential regions. Both however, show signs of deviat-
ing from the experimental results at higher current densi-
ties. The reason for this is that the given model does not
account for concentration overpotential, which is expected
to become increasingly prominent as the current density
increases.

Fig. 5 shows the water management requirements as a
function of cell current density. It shows both the required in-
put of water at the anode and the required extraction rate at the
cathode for proper management, i.e., maintaining full hydra-

tion of the membrane at all times. At lower current densities
liquid water flows in the reverse direction, i.e., out through
the anode hence the negative values. The reason for this as
explained in[11] is that at low current densities, the effects of
back-pressure are larger than the effects of electro-osmotic
drag. Since the cathode gas pressure is higher than the anode
pressure, this pressure gradient forces the water to flow from
cathode to anode. At higher current densities, the electro-
osmotic effects dominate and water flows from the anode to
cathode. Once again both model curves are very close. This
is expected since the governing equations are essentially the
same.

nt req
Fig. 5. Water manageme
 uirements vs. current density.
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In this study, the single-domain solution converged much
faster than the multi-domain solution. There are a number of
reasons for this. The finite volume method used in the single-
domain solution entailed a larger computational error than the
single step Runge–Kutta method used in the multi-domain so-
lution. The Runge–Kutta method requires up to four times as
many calculations. Secondly, the multi-domain model treated
the catalyst layer as a finite sized region whereas the single-
domain model treated the catalyst layers as infinitesimally
small interfaces where species are consumed and produced.
For the purpose of this study, the only output parameters
of interest were the polarization curves and the water man-
agement information. Therefore, the treatment of the catalyst
layer (i.e., as a region or interface) was not significant. For de-
tails of the transport phenomena, the treatment of the catalyst
layer would be more significant. The single-domain simply
used a finer computational grid around the catalyst layers.
This may have accounted for the multi-domain solution re-
quiring extra time since the Butler–Volmer equation entails
more computationally expensive calculations. So, although
in this case the multi-domain solution required more compu-
tational time, it gave more precise information about species
concentration in the catalyst layers. The actual convergence
time for any model depends on the degree of accuracy and the
efficiency of the solution algorithm. It cannot be concluded
that the single-domain method is faster than the multi-domain
m
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ever, for more complex flow regimes, such as interdigi-
tated flow and serpentine flow channels, three-dimensional
modeling is required to accurately describe the transport
phenomena.

7. Conclusions

A review of recent literature in PEM fuel cell modeling
was presented. Fuel cell models can be categorized as ana-
lytical, semi-empirical or mechanistic. Mechanistic models
can be further subcategorized based on the solution strategy,
single-domain or multi-domain. The merits and demerits of
each were discussed.

The single-domain is less cumbersome in that no inter-
nal boundary conditions and conditions of continuity need to
be specified. It is also easier to incorporate into commercial
CFD codes. As a result, the time for model development is
shortened.

The model of Bernardi and Verbrugge[11] was taken as
a case study and solved using both approaches. Both models
accurately predicted the polarization effects and water man-
agement requirements.
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